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Abstract 

Atiquzzaman, M. and M.M. Banat, Effect of hot-spots on the performance of crossbar multiprocessor systems, 
Parallel Computing 19 (1993) 455-461. 

Previous studies on the performance of crossbar multiprocessor systems have assumed a uniform memory 
reference model. Hot-spots arising in multiprocessor systems due to the use of shared variables, synchroniza- 
tion primitives, etc. give rise to nonuniform memory reference pattern. This paper presents an analytical 
expression for calculating the average memory bandwidth of a crossbar multiprocessor system having a hot 
memory. The expression is verified by simulation results. 

Keywords. Average memory bandwidth; hot-spot memory contention; multiprocessors; performance evalua- 
tion; probabilistic analysis. 

I. Introduction 

Different types of interconnection networks exist to connect N processors to M memories 
in a multiprocessor system [1]. Because of modularity and fault tolerance of multiple-bus 
systems, such systems using B busses have beeen widely investigated [2]. Crossbar is a special 
case of multiple-bus systems where B = min(M, N). Contention in a crossbar system arises 
due to many processors trying to access common memory modules. The contention is usually 
measured by the bandwidth of the system. Both analytical modelling and simulation tech- 
niques have been used to determine the performance of crossbar systems [3,4]. Most of the 
authors have used the uniform reference model of memory reference in determining analytical 
expressions for performance [5-15]. 

Memory references in a multiprocessor system are not necessarily uniform. Non-uniformi- 
ties arising due to locality of references have been analyzed. Das [16] and Bhuyan [17] have 
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analyzed the case where each processor has a different favorite memory which it accesses with 
a higher probability than other memories. A model with local referencing, where the 
probability of successive requests to the same memory module is higher, has been analyzed by 
Sethi [18] and Irani [19]. This sort of referencing arises in cases like array accesses by user 
programs. Siomalas [20] has analyzed a system where each processor has a local reference 
pattern and a local memory module which it references immediately after referencing another 
memory module. This has been called the immediate return reference pattern. Mudge [21] 
has used a favorite memory assumption similar to that used in [16]. 

Non-uniform references may arise in a multiprocessor system due to variables used for 
locking, global and barrier synchronization, pointers to shared queues, etc. These are 
indivisible primitives, and must be stored in a single shared memory. The primitives will be 
accessed by all processors, giving rise to an increased reference to the memory modules where 
they are stored. This type of memory modules are called hot memories, and the phenomenon 
as hot-spot contention which was first noticed by Pfister [22]. In multistage interconnection 
networks, it gives rise to tree-saturation which severely degrades the performance of intercon- 
nection networks. Combining and feedback schemes have been suggested as solutions to the 
problem [22-24]. 

The objective of this paper is to determine the performance of crossbar multiprocessor 
systems under hot-spot conditions. One of the memories is considred a hot memory. An 
analytical expression for the average memory bandwidth will be derived using a probabilistic 
approach in Section 3. To evaluate the correctness of the anlytical expressions, simulation 
results will be presented and compared with the results obtained from closed-from expres- 
sions. 

2. Assumptions 

In order to develop a closed-form solution, we model the multiprocessor system as follows. 
• The system consists of N identical processors and M identical memories, N > M. 
• The processors and memories are connected by a cross-bar switch (Fig. 1), i.e. the number 

of busses is equal to min(N, M). Contention in the system is due to memory conflicts only. 
• The system operates synchronously, i.e. each processor generates a request at the start of a 

memory cycle resulting in a total number of N requests per cycle. All memory modules 
having at least one outstanding request are accessed simultaneously. 

P0 Po Ph Po 

Fig. I. A typical crossbar multiprocessor with hot memory. 
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• Processor requests are spatially independent, i.e. requests from the different processors are 
independent of each other. 

• Temporal independence of requests is assumed, i.e. requests from a processor at different 
memory cycles are independent, implying that blocked requests are discarded. 

• Processor requests to the different memory modules are not uniformly distributed. Memory 
module M h is a hot memory for all the processors. The probability that PEi, i = 1, 2 . . . . .  N 
requests M h is Ph and of requesting Mj, j 4: h is given by P0 = (1 - -Ph) / (M--  1), where 
Ph > 1 /M (if Ph < I /M,  then M h becomes a disliked memory of all other processors). 

3. Performance evaluation 

In this section, the performance of the multiprocessor under the above assumptions will be 
determined. Average memory bandwidth will be used as the performance criteria. It is 
defined to be 

M 
B W =  • k . P r ( k ) ,  (1) 

k - 1  

where Pr(k) is the probability that k memory modules are busy in a cycle. Let 
R k = event that k memory modules are accessed during a memory cycle. 
E(k p'q) = event that k memory modules are accessed during a cycle, and p and q are the 
number of references for M h and Mjs, j 4= h respectively. Hence, p + q = N. 
Rk can be divided into two classes of events depending on the memory reference pattern: 
Class 0: None of the k memories accessed during a cycle is the hot memory module M h. This 
will result in the event E (O'N). 
Class 1: One of the k memories accessed during a cycle is the hot memory module. This will 
result in the event E(~ i'N-i), i 4= O. 

The probability that k memory references are made during a cycle is therefore given by 

Pr (Rk)  = Pr(E~ °'N)) + Pr(E~ i'N i,), i-CO. (2) 

3.1 Determination of Class 0 probability 

The probability that all N requests are to a certain group of k memories, such that none of 
these k memories is Mh,  is pN.  The number of ways N requests can be distributed among k 
memory modules in the group, such that none of them is empty, is given by k!S(N, k), where 
S(N, k) is the Stirling number of the second type [25]. This group of k memory modules can 
be chosen from (M - 1) memory modules in (M~-1) ways. Therefore,  Pr(E~ °'N)) is given by 

P r ( E ~ ° ' N ) ) = k , S ( N , k ) ( M ;  1)poU. (3) 

3.2 Determination of Class 1 probability 

The number of ways of choosing k modules out of M modules is (M). Number of ways of 
choosing k modules out of M modules such that M h is not included is given by (M~-1). 
Therefore,  the number of ways in which k modules can be selected out of M modules, such 
that M h is always included, is (M) _ (M~-l). 

In Class 1 type of reference, k memory modules are requested such that M h is always 
requested. Therefore,  out of the N references made per cycle, there could be from 1 to 
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N - ( k -  1) references to M h and the rest will of course be to the other ( k -  1) non-hot 
memory modules Mjs, j 4= h. Let i be the number of references to M h. Probability of the 
event E~ i's-;) is therefore given by 

P r (  E(k i 'N-i)  ) -- p i  p N - i  
- h 0 • ( 4 )  

These i references to M h can be selected from N references in (u) ways. The number of ways 
in which the remaining ( N - i )  references can be distributed among the ( k -  1) non-hot 
modules is given by 

(k-1)!S(U-i ,  k - a ) .  

Therefore, the probability that a certain group of k memory modules will be referenced, such 
that M h is always included, is given by 

N - k + l  

i=1  

As mentioned previously, a group of k memory modules can be selected out of M modules, 
such that M h is always included, in (~t) _ (M~-I) ways. The probability that any group of k 
memory modules will be referenced, such that M h is  a l w a y s  included, is given by 

P r ( E ( i , N - i ) ) = ( ( m ) _ ( M ; 1 ) )  

N - k + l  (N] i N - i  E ( k -1 ) !S (N- i , k -1 )  i]phpo , i~O. (6) 
i=1  

3.3 Average memory bandwidth 

From Equations (1) and (2), the average memory bandwidth can be expressed as 
M 

BW= ~ k[Pr(E~°'N))+Pr(E~i'u-i))], i*O. (7) 
k = l  

Substituting Equations (3) and (6) in (7) gives 

BW= ~,k k!S(N,k) M;1  p~+ 
k = l  

(k ) i=1 S(N-i,k-1)(N)pihp~-i ]. (8) 

Table 1 
Comparison of simultion results with closed-form results for N = 20, M = 20 

Ph BW (closed form) BW (simulation) Percentage error 

0.1 12.6797 12.7188 -0 .31  
0.2 11.9511 11.9710 - 0 . 1 6  
0.3 11.0310 11.0482 - 0 . 1 5  
0.4 9.991 10.0492 - 0.5 
0.5 8.8540 8.8537 0.003 
0.6 7.5851 7.5615 0.31 
0.7 6.1798 6.1505 0.47 
0.8 4.6241 4.5982 0.56 
0.9 2.9031 2.8722 1.06 
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Fig. 2. Memory bandwidth vs. probability of hot memory reference for M = 4. 
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Fig. 3. Memory bandwidth vs. number of memory modules for Ph = 0.4. 

N = 20 

N = 1 6  

N = 1 2  

17 18 19 20  



460 M. Atiquzzaman, M.M. Banat 

4. Simulation results 

Simulations were carried out to test the correctness of the analytical expressions developed 
in Section 3. The simulator was written based on the assumptions in Section 2. N = 20 and 
M = 20 were used. The simulator was driven by memory requests generated from a non-uni- 
form random number generator having a distribution as described in Section 2. The simula- 
tion was performed for 4000 memory cycles. The average bandwidth was determined by 
observing the number of active memory modules in each cycle, and averaging them over the 
total number of cycles. Table 1 shows the average memory bandwidths obtained using the 
closed-form solution and the simulation. Percentage errors between the two methods are also 
given. 

Figure 2 shows the average memory bandwidth (computed using Equation 8) vs. probability 
of reference to a hot module, for different number of processors. As expected, the greater the 
number of processors the higher is the bandwidth. Note that Ph = 0.25 corresponds to the 
spcial case of uniform reference model. Figure 3 shows the increase in memory bandwidth as 
a function of the number of memory modules, for different values of N and Ph" 

5. Conclusion 

Hot spots arising in multiprocessor systems due to synchronization primitives, seriously 
degrade the performance of crossbar multiprocessor systems. Based on probabilistic ap- 
proaches, an analytical expression for calculating the average memory bandwidth of crossbar 
systems having a single hot spot has been developed. Simulation results have been found to be 
in close agreement with the analytical results. Our results can also be used in determining the 
bandwidth of interleaved memories in single-processor systems (with look-ahead capability), 
where a certain memory module has a higher probability of reference. 
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